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Abstract— We study the interplay between network protocols,
topology and traffic. A partic ular interest is to empiri cally char-
acterize the effect of the inter action between the routing layer and
the MAC layer in wir elessradio networks. Thr eewell known MAC
protocols: 802.11,CSMA, and MACA are considered. Similarly
thr ee recently proposedrouting protocols: AODV, DSR and LAR
scheme1 are considered. The performance of the protocols is mea-
sured with regard to thr ee impor tant parameters: (i) number of
packets received (ii) average latency of each packet and (iii) long
term fair ness.

We usea simple statistical technique basedon ANOVA (Analysis
of Variance), to characterize the effect of interaction between pro-
tocolsand various input parameters on network performance.This
techniqueis of independentinterest and canbeutiliz edin other sim-
ulation studies. Using our methodology, we conclude that differ ent
combinations of routing and MAC protocols yield varyi ng perfor-
mance under varying network topology and traffic situations. In
many casesthe results have an important impl ication; no combina-
tion of routing protocol and MAC protocol is the bestover all situa-
tions. Also, the performance analysisof protocolsat a given level in
the protocol stack needsto be studied not locally in isolation but as
a part of the completeprotocol stack.

Keywords— Ad-hoc networks, statistical analysis, interactions,
ANOVA, MAC layer, routing layer.

I . INTRODUCTION AND MOTIVATION

Designof protocols for wirelessmobile networks is
currently an active areaof research. Here, we under-
take a systematicexperimentalstudyto analyzethe per-
formanceof well known MAC/routing protocol combina-
tions for wirelessad-hoc networks. A specificgoal is to
determine if theperformanceof a particularMAC proto-
col is affected by the specificrouting protocol usedand
vice-versa.We considerstaticwirelessradionetworksin
this paper. A companionpaper[5] considers theeffect of
mobility. Theresultshereandin [5] arecomparedfurther
in SectionIV-A andexhibit interestingstatisticaldiffer-
ences.An empiricalanalysisfor staticwirelessnetworks
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allows us to betterunderstandthe spatialdistribution of
control packets.It alsoallows usto betterunderstandthe
effectsof network invariantssuchascutsandconnectivity
andpathlengthson thenetwork performance.

The work is motivatedby researchof (i) [3], [4] that
studiestheinteractionbetweenTCPandthelower levels
of the OSI stack(ii) [28], [19], [6] that experimentally
analyzeMAC layer protocols and(iii) recent resultsby
Royer et.al. [8], [9], [22] thatnotetheinterplay between
routing andMAC protocols. In [22], authors conclude
that the MAC protocol selectionis a key component in
determining the performanceof a routing protocol and
hencemust be considered by any comparative studyof
routing protocols. Finally, in [25], the authors conclude
by sayingthatagreaterunderstandingis requiredof cross
layerinteractions.

A number of recentpapershave analyzed the perfor-
manceof MAC protocolsin multi-hop wirelessnetworks
[7], [26], [28]. However, to thebestof our knowledge,a
detailedstudyaimedtowardsunderstandingtheeffect of
interactionbetweennetwork topology, protocolsandtraf-
fic usingformal statisticaltools,hasnot beenundertaken
prior to this work. Suchmethods provide simpleyet for-
mal andquantifiable waysto characterizeprotocol inter-
actionsin anadhocnetwork. We believe thattheseideas
areof independentinterestandarelikely to be useful in
othersimilar settings.

Not surprisingly, our resultsshow thatno singleMAC
protocol or MAC/Routing protocol combination domi-
natedthe otherprotocols acrossvarious measuresof ef-
ficiency. Furthermore,our resultsindicatethatMAC pro-
tocolsandrouting protocols interact. We arenot aware
of any previousstudiesthatundertake sucha systematic
study. Statistically, interaction betweentwo factors is
saidto exist wheneffectof a factor on theresponsevari-
able can be modified by another factor in a significant
way. Thusunderstandingthe interaction betweenstatic
variables suchasspeedand injection ratecanbe easily



capturedusingstatisticalmethods. On theotherhand in-
teractionbetweenprotocols is moresubtle. We saythat
protocols interactif the behavior (semantics)of a proto-
col at a given layer variessignificantly dependingupon
the protocols above or below it. Although it is not easy
to capturethe initial behavior of the protocols, it is still
possibleto captureaspectsof this interaction by measur-
ing certainsystemparameters suchasnumberof control
packet, changes in routes,etc. The resultshave direct
implications on protocol design. First, they imply that
beyond a certainpoint, performanceof a given MAC or
a routing protocol shouldnot be consideredin isolation.
Second, theinteraction of protocols with theexternalpa-
rameterssuchasspeedetc. imply that protocols should
be designedin sucha way so as to be able to engineer
them in specific situations. This motivates the design
of a new classof parameterizedprotocols that adapt to
changes in the network connectivity and loads. We re-
fer to theseclassof protocolsasparameterizedadaptive
dynamic efficient protocols (PARADYCE) andas a first
stepsuggestkey designrequirementsfor sucha classof
protocols.Theseincludetheability of theMAC protocols
to dynamically change theusageof control packetswith
change in contention. Wewill discussthis issuefurther in
theconcluding section.

Due to lack of spacewe refer the readerto [9], [15],
[22], [6], [26], [27] for a detaileddescription andcom-
parisonof the routing andMAC layer protocols usedin
ourstudy.

I I . EXPERIMENTAL SETUP

Apart from the routing andMAC protocols,our input
variables include injectionrateandnetwork topology. A
detailedlist of all the input variables is provided in Fig-
ure2.

Ourevaluationcriteriaconsistsof following basicmet-
rics: (i) Latency: Average end to end delay for each
packetasmeasured in seconds;it includesall possiblede-
layscausedby bufferingduring route discovery, queuing
andbackoffs, (ii) Total number of packetsreceived1 (iii)
Long termfairnessof theprotocols, i.e. theproportional
allocationof resources given to eachactive connection.
Eachof the input parametersandthe performance mea-
suresconsidered herehave beenexplored by earlierex-
perimental studiessuchas[8], [9], [10], [18], [22], [23],
[26].

Thespecificparametervalueshavebeenchosenby tak-
ing into account the following guidelines: (a) the size
of networksandthenumber of connectionswerechosen
basedonthecomputationallimitationsof thecurrent sim-
ulatorandthenumber of runswe wishedto perform, (b)
thetypeof networkschosenweremotivatedby theearlier
�
Throughputcanbe calculated from the numberof packets received

andhencenot been consideredseparately.

studiesin [8], [9], [28], [19], [6] andthespecificgoalof
showing interactionbetwenthe MAC androuting layer,
(c) The injection ratechosenis on the higher sidewhen
compared to otherstudiesbut still very realistic. More-
over, this is done in settingswherethe resultsare inter-
pretable; to theextentpossible,simpleinstancesarecho-
sento effectively argue about anissue.

For the sake of simplicity andcomputationalfeasibil-
ity wedecidedto useonly two connections2. This is done
so asto make the dataanalysisandprocessingtractable
and the resultsmore understandable. Additionally for
metricssuchas fairness,the resultsin [17] imply that
2-connectionsmight represent the worst casescenario.
A companionpaper[5] considers how the performance
changesasa functionof increasingconnections.

We now briefly describethemethodusedto report the
average behavior of the protocols. Averagenumber of
packets and average latency is simply the average over
10 runsof eachprotocol over the two connections.3 For
the fairnessmeasure� let �����	��
������ if ��������
 and
������� � ��� 
 � if � 
�� � � . � 
 and � � representthenumber
of packetsreceived overconnections1 and2 respectively.
� measuresthe deviation from beingperfectlyfair. The
maximum allowed value for � is � , i.e., if ����� we set
� to � to emphasizesmallervalues. Averagefairnessis� 
! "$# 
&%� " , where %� " is � scaledinto '!(*)�+*, interval for the-
th runof theprotocol. %� thusmeasurestheaveragedevia-

tion from beingperferctly fair wherevaluecloseor equal
( meanshigh level of fairnessandvaluecloseor equal +
meanshigh level of unfairness.

I I I . A STATISTICAL METHOD FOR CHARACTERIZING

INTERACTION

In order to analyze the issue of interaction rigor-
ously, we have employed the statisticaltechnique called
ANOVA (the Analysis of Variance). ANOVA is com-
monly usedby statisticiansto studythesources of varia-
tion, importanceandinteractionsamongvariables.4 How-
ever, to thebestof ourknowledge,adetailedstudyaimed
towardsunderstandingthe effect of interactionbetween
MAC, routing protocols andotherinput variables, using
formal statisticaltools, hasnot beenundertakenprior to
this work. In a companion paper[5], we useda similar
techniqueto analyzetheeffect of mobility on theperfor-
manceof theprotocolsin ad-hocnetworks.

We set up an experimentwhich evaluates the perfor-
.
Wereferto theseasConnection 1 andConnection 2./
This gives a total of 20 runs, 10 from eachconnection in caseof

throughput, latency andnumberof packets received. However, fairness
is calculated as a ratio of packets received over the two connections,
therefore thenumberof runsfor fairnessis only 10.0

ANOVA is a linear model. There are alternatives available to
ANOVA which can handle much more complex statistical problems.
Bayesian inferenceUsing Gibbs Sampling is onesuchmethodwhich
performsBayesiananalysisof complex statistical modelsusingMarkov
chain MonteCarlo(MCMC) methods.
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Fig. 1. (a) Mediumandhigh connectivity grid of 13241 nodes.(A) medium connectivity: theradio rangeis by thesmallquarter circlecenteredat 5
and(B) high connectivity depictedby thelarger quarter circlecenteredat 5 . (b) Corridor grid. Two 67246 grid connectedwith a 83248 grid. In each
case,wehave two connections: onegoingfrom 9 to 5 andtheotherfrom : to ; . Thispairing is depictedby arrowsfrom sourceto destinations.For
a given experiment,theradio rangesarethesamefor all nodes.

1. Network topologies: mediumconnectivity grid (Figure1(a)(A)), high connectivity grid (Figure1(a)(B))and
6x6-3x3-6x6corridorgrid (Figure1(b)). Thesearedenotedby < " , (=� - �?> , andthesetof networksis represented
by < . Thechoiceof thenetworksis basedupon earlierwork in [6], [26], [28]
2. Number of connections: Unlessotherwisestatedweusetwo connections.
3. Routing protocol : AODV [21], DSR[14], LAR scheme1 [18]. Thesearedenotedby @BA , (C�EDF�G> andthe
setof routingprotocols is denotedby @ . Therouting protocols werechosenbasedon therecommendationsmade
by [8], [15] afterundertakinga detailedexperimentalstudyof recentrouting protocols.
4. MAC protocols: IEEE 802.11DCF [1], CSMA andMACA [16]. Thesearedenotedby H�I , (C�KJB�L> . and
thesetof MAC protocolsis denotedby H . Again thechoiceof theseprotocolsis basedon thestudyin [22], [26],
[7], [28].
5. Injection rates: low (0.05second), medium (0.025 second)andhigh (0.0125 second) a. Theinjectionratesare
denoted by MON , (P�RQS��> andthesetof injectionratesby M . The initial packet sizewas512bytes,thenumber
of packetswas1,000, andtheinjectioninterval was0.1second. Eachtime theinjectioninterval wasreducedby a
factorof 2, we alsoreducedthepacket sizeby a factorof 2 but increasedthenumberof packetsby a factorof 2.
For example, if the injection interval washalved to 0.05secondsthenthenew packet sizewas256bytesandthe
new numberof packetswas2,000b. This allowedus to keepthe injectionat input nodesconstantin termsof bits
persecond.
6. The bandwidth for eachchannel wasset to 1Mbit. Otherradio propagationmodeldetailsareasfollows: (i)
Propagationpath-lossmodel: two ray (ii) Channelbandwidth: 1 Mb (iii) Channel frequency: 2.4GHz (iv) Topog-
raphy: Line-of-sight (v) Radiotype: Accnoise(vi) Network protocol: IP (vii) Connection type: UDP (viii) Inband
control anddata;i.e. singlefrequency for dataandcontrol packets.
7. Simulator used: GlomoSim [11].
8. Thetransmissionrangeof transceiver was250meters.
9. Thesimulationtimewas100seconds.
10. Hardwareusedin all caseswasa Linux PCwith 512MB of RAM memory, andPentiumIII 500MHz micro-
processor.
11. The following informationwascollectedto measuretheperformance: (i) Averageendto enddelayfor each
packetasmeasuredin seconds(latency), (ii) Totalnumberof packetsreceived, and(iii) Throughput in bits/second.
T
Injection rate0.05second meansthat thereis onepacket injectedeach0.05second,similarly thereis onepacket injectedeach0.025second

and0.0125secondfor mediumandhigh injection rate, respectively. Herewe referto injection rateat sourcenodes.Injection rateat forwarding
nodesis best-effort within limit sof protocols at any level.U

Thusthepacket sizeis theinverseof injection rate.

Fig. 2. Parametersusedin theExperiments.



manceof the following four input variables;the MAC
protocol (M), routing protocol (R), network topology (N)
andtheinjectionrate(I). Eachof thesefour factors (vari-
ables)have threelevels (valuesthevariablestake). This
experiment generates >WVX�ZY[( distinct scenarios by us-
ing differentcombinationsof MAC, router, network and
injection rate. For eachscenario,we generate 10 runs
(20 samples;10 runs for eachof the two connections =
20samples)for theanalysis.Ourperformancematrix for
thisexperimentconsistsof latency, number of packetsre-
ceivedandthefairness.UsingANOVA westudywhether
thesefour factorsinteractwith eachother, in their effect
on theperformancemeasure, in a significantway. In the
presenceof interaction, themeandifferencesbetweenthe
levels of onefactorarenot constant acrosslevels of the
otherfactor. For moredetailsoninteraction andits signif-
icance,see[5]. We perform threedifferent analysis,one
for eachperformancemeasureto observe the interaction
among factors.

Approach: We first construct a matrix of 4 dummy vari-
ables.For eachfactorwe createa dummy variable. This
variable takesa value 1, 2 and3 depending uponwhich
level of the factor is switchedon during the calculation
of the performancemeasure.For example, the dummy
variable for MAC protocol, would take a value1 when-
ever 802.11 is beingusedto calculatethe performance
matrix, value2 whenever CSMA protocol is beingused
andvalue3 whenever MACA is beingusedto calculate
theperformancematrix. Similarly, for theroutervariable,
thedummy takesa valueof 1 whenever AODV protocol
is beingusedandvalue2 whenever DSR is beingused
and value 3 whenever LAR scheme1 is being usedto
calculatethe performance matrix. To calculateinterac-
tions betweenthe factors, we useanalysis of variance.
It is a useful technique for explaining thecauseof varia-
tion in responsevariablewhendifferentfactorsareused.
Thestatisticaldetailsdiscussedbelow areroutineandare
providedfor theconvenienceof thereader. For more de-
tails on thetechniquesusedin this analysis,referto [13],
[12]. Giventhatwehavefour factors,weuseafour factor
ANOVA.

Mathematical Model: The appropriate mathematical
model for a four factorANOVA is asfollows:

\ " A I�N�] �_^a`=b " `dc A `4e I `=f N `g�hbicj� " A `k�lbiem� " I `k�lbjfn� " N `

`��lcmem� A I `G�lcifn� A N `G�oe�fn� I�N `G�hbicpem� " A I `q�lb�cifn� " A N `
`��lbie�fn� " I�N `q�ocpe�fn� A I�N `q�lb�cme�fn� " A I�N `sr " A I�N�]

where \ " A I�N�] is the measurementof the performance
variable (e.g. latency) for the ith network, jth router, kth
MAC and lth injection rate. t is the number of sam-
pleswhich is 20 in our experiment. b " is the effect of

network topology, cmA is the effect of the routing proto-
col, e I is the effect of the MAC protocol and f N is the
effect of the injection rateon the performance measure.
The two way interaction terms are; �lb�c�� " A , that cap-
turesthe interaction presentbetweenthe network topol-
ogy and the routing protocols; �lbiem� " I , which measures
theinteractionpresentbetweenthenetwork topology and
theMAC protocols; �hb�fn� " N , measuresthe interactionbe-
tweenthenetwork topology andtheinjectionrates.Simi-
larly, �ocmep� A I , measurestheinteractionbetweentherouter
andthe MAC protocol. �ocifn� A N , the interactionbetween
the router andinjectionrates; �oe�fn� I�N , the interaction be-
tweenthe MAC protocols and the injection rates. The
threeway interactiontermsare; �lb�cmem� " A I , which cap-
turesthe interactionpresentbetweenthenetwork, router
andMAC protocols; �lb�cifn� " A N , theinteractionpresentbe-
tweenthe network, routerandinjection rates; �lbie�fn� " I�N ,
the interaction presentbetweenthe network, MAC and
injectionrates; �ocpe�fn� A I�N , the interaction present between
therouter, MAC andinjectionrates.Finally thefour way
interactionis measuredby �hbicmemfn� " A I�N which includesall
thefour factors.r " A I�N�] is therandom error.

Model Selection and Inter pretation: Our analysisis
basedonthemethod of backward elimination whereeach
termis checkedfor significanceandeliminatedif found to
beinsignificant.Furtherexplanationandapplicability of
the backward eliminationtechnique canbe found in our
correspondingpaper[5] thatanalyzestheeffectof mobil-
ity. To testfour way interactionbetweentheMAC, rout-
ing protocol, network andinjectionratesin effecting the
responsevariable,weperformthefour factorANOVA us-
ing theabove mathematicalmodel. Thesumof squares,
degreesof freedom andthe u -testvalue for eachof the
modelsis shown in theTableI. Interactioncolumnshows
which interactionsareincluded in themodel.
Performance measure-Latency: Table I shows the
ANOVA results. Columns4-6 show the resultsfor the
responsevariable latency. We startwith an initial model
with all the 4-way interactions and compare it with all
3-way interactions model. Model 14 is beingcompared
with model 13. The u -test, vxw �zy , shows that the model
13fits thedataaswell asmodel14sothefour way inter-
actionis not significant. Similarly, we try to find which
3-way interactionsaresignificantandtry to find themost
importantcombinationby droppingeach3-way termone
at a time. Looking at the u -test resultsof model num-
bers9 to 12, we find model9 to be the mostsignificant
andmodel12 to bemarginally significant.Fromthatwe
conclude that the router, MAC andinjection ratesinter-
act mostsignificantly. Also, thenetwork, router andthe
MAC interact significantly in 3-way interaction. Note
that thesewere the combinationsthat weredroppedoff
in models9 and12.

Tofindoutif thereis asmallermodel i.e. modelwith 2-



way interactions thatcanfit thedataaswell asthe3-way
interactionmodel, we further look at the 2-way interac-
tion models. We start by looking at a complete 2-way
interactionmodel, i.e. model number 8 and then drop
off oneterm at a time. The u -testvaluesconclude that
the most of the 2-way interactions aresignificant. The
only exception is the interaction betweenrouter andin-
jection rate. Now we createa model with only the 2-
way significant interaction termsandcompare it with a
model containing only the3-waysignificanttermsto find
that the smallestmodel that fits the data. If the u -test
for thesetwo models turnsout to besignificant,we con-
clude that the smallestmodel includes { <B@=H}| { @=HKM*| ,
which meansthat these3-way interactions cannot beex-
plainedby the2-waymodel andhencecannot bedropped
off. Our resultsfind that to betrue implying that indeed
{ <B@=H}| { @=HKMn| is thesmallestpossiblemodel.
Performance measure-Number of packets received:
Columns7, 8 and9 in TableI show theANOVA results
for the responsevariable “packetsreceived”. The inter-
pretationof theresultsis similar to theresponsevariable
“latency”. In this casealso,thesmallestmodel hasonly
{ <B@=H}| { @=HKMn| 3-way interaction terms.
Performancemeasure-Fair ness:In this case,thesmall-
estmodel hasonly { @dH}| { <~H}| 2-wayinteraction terms5.

IV. SUMMARY OF RESULTS

A. Comparisonof StatisticalResults

In our companion paper [5] we discussimplications
of interaction amonginput variablesonmobile networks.
In [5], we usedthreemobility models: (i) Grid mobil-
ity model which approximatesmovement of nodesin a
grid (Manhattan) kind of topology, (ii) Exponential cor-
relatedrandom model (ECRM) [24], (iii) Randomway-
point model[14]. In TableII we summarize interaction
resultsfor thestaticcasesdescribedin thisdocumentand
thethreemobility models.Notethatany higherorderin-
teraction(e.g. 3-way) automaticallyimplies lower order
interaction(i.e. 1-way and2-way) in the variables. For
example, interaction betweenrouting,MAC andinjection
rateimplies that routingprotocol andMAC protocol in-
teract;MAC andinjection rateinteract;androutingand
injection rateinteract. This holds true even if the F-test
shows thelowerorderinteractions to beinsignificant.

An importantobservationabout resultsin Table II is
that theinteractionbetweenMAC andRouting protocols
is significant for each of the responsevariables. These
interactions potentially have important implications. Un-
derstanding suchinteraction might leadto full or partial
integration betweenthesetwo OSI layers. We postulate
that this integration will have to bedonein totality with
�
Wehave omitted details dueto lack of space.Detailed resultsfor the

fairnessmeasurecanbeobtainedfrom theauthors.

thetransport layer.

B. FurtherResultsandQualitativeExplanations

In order to explain andquantify the statisticalresults
presentedin SectionIII, we took a closerlook at perfor-
mancevariables latency, number of packetsreceived and
thenumberof control packetsat theMAC layerlevel. Ta-
ble III shows the variation in performancerange of la-
tencyandpacketsreceivedas the injection ratechanges
from high to low.

1. Onetypically getshigher latency whenusingDSRas
comparedto AODV. LAR scheme1 is usingasimilar for-
warding mechanismto DSR and doesnot substantially
benefitfrom GPSinformationbecausethenetworks used
for the purposeof this documentarestatic. This is true
over all networks andMAC protocols. Theworking hy-
pothesisis thatthepacket sizesaregenerally largerwhile
usingDSRsinceentireroute informationis embeddedin
a packet. Note that eachof the routing protocols is us-
ing someform of route maintenance mechanismin the
form of salvaging, unsolicitedRREPpackets,or RERR
packets6 . In general, routing information at sourcesis
morefrequently discardedbecauseof interaction of rout-
ing layer with the MAC layer ratherthanbecauseof its
expiration.This is valid evenfor staticnetworks.

2. In general latency increasessubstantiallywith in-
creasedinjectionrate.First notethatlatency is only mea-
suredfor packetsthatarereceivedsuccessfully. Increased
injection rateimplies higher probability of collision and
lower probability of finding free resource. This in turn
leadsto higher latency.

3. For mediumandhigh connectivity grid andfor all in-
jection rates,the systemperforms the bestwhen using
802.11 andworst whenusingMACA. This holdsfor all
routing protocols. Theresultspoints out theutility of the
CarrierSensing+ RTS/CTS/ACK mechanism. However,
we have to notethatdirect(link layer)brokenlink notifi-
cationbetweenMAC layerandrouting layerwasimple-
mentedonly for 802.11. Performanceof adhocnetwork-
ing systemsis known to suffer if hello messagesor no
notificationat all is beingused.

V. CONCLUDING REMARKS

We undertooka detailedstudyto quantifytheeffect of
interactionbetweenthe individual protocols in the pro-
tocol stackandthenetwork andtraffic characteristicson
the performance of wirelessradio networks. The study
extendstheearliersimulationbasedexperimentalwork in
[8], [9], [10], [18], [22], [23]. Intuitively it is clearthat
�
We have analyzed the impact of routing layer control packets on

theoverall performance.We have drawn spatial distributionsof control
packets which show quantities of control packetsusedin routequeries
androutemaintenanceandtheir relationshipto specific nodes.



ResponseVariable Latency Num. of PacketsRecd.
No. Interaction Source �3� �ku u -test �3� �ku u -test
1 All 1-way { <P| { @S| { H}| { Mn| 18733.78 1611 (O+[w �x(x� 1875199 1611 +[(*w ��+��
2 2-way { <B@S| { <XH}| { <BM*| { @=H}| { @dMn| 16429.57 1591 (O�[w +�+m� 1535050 1591 >x(*w	y*y��
3 2-way { <B@S| { <~H}| { <BM*| { @=H}| { HKM*| 15882.91 1591 0.88 1433837 1591 2.08
4 2-way { <~@�| { <~H}| { <BM*| { @dMn| { HKMn| 16434.59 1591 (O�[w >�� � 1454324 1591 Yxw v�� �
5 2-way { <B@S| { <~H}| { @=H}| { @dM*| { HKM*| 15998.74 1591 >[w �[(�� 1465026 1591 (�(*w�+n>��
6 2-way { <B@S| { <BM*| { @=H}| { @dMn| { HKM*| 17168.48 1591 >n��w ��vp� 1682018 1591 y��xw Y*Y��
7 2-way { <~H}| { <~Mn| { @=H}| { @dM*| { HKM*| 16069.16 1591 �Ww	y*ym� 1438545 1591 >xw �����
8 All 2-way { <~@�| { <~H}| { <BM*| { @=H}| { @dMn| { HKMn| 15849.33 1587 >xw �p� 1426720 1587 >xw�yW(W�
9 3-way { <B@=H}| { <B@dM*| { <~HKM*| 15346.48 1563 yWw � � 1393866 1563 (Ov[w v�� �
10 3-way { <~@dH}| { <B@dMn| { @=HKM*| 14908.73 1563 1.76 1331645 1563 0.93
11 3-way { <B@=H}| { <~HKM*| { @=HKMn| 14919.62 1563 1.91 1329497 1563 0.61
12 3-way { <B@dMn| { <XHKMn| { @=HKM*| 14999.95 1563 +Ww �i� 1347649 1563 >xw +�y��
13 All 3-way { <B@=H}| { <~@4M*| { <~HKM*| { @=HKM*| 14774 1555 0.67 1325312 1555 0.99
14 All 4-way { <~@dHKM*| 14672.34 1539 1311724 1539

TABLE I

RESULTS OF FOUR-FACTOR ANOVA: THIS TABLE SHOWS RESULTS OF FOUR-FACTOR ANOVA WHERE THE FACTORS ARE NETWORK

TOPOLOGY, ROUTING PROTOCOL , MAC PROTOCOL AND THE INJECTION RATE. THE RESPONSE VARIABLE OR THE PERFORMANCE

MEASURES ARE THE LATENCY, NUMBER OF PACKETS RECEIVED AND FAIRNESS. � SHOWS THAT THE � -TEST IS SIGNIFICANT AT 99 �
CONFIDENCE LEVEL .

Resp.Variable StaticCase Grid Mobility Model ECRM RandomWaypointModel
Latency [NRM][RMI] [RSM] [RSM] [MI][RS][RM]

PacketsRcvd. [NRM][RMI] [RSMI] All 2-wayexcept[RI][RS] All 2-way
Fairness [RM][NM ] [RM][MI] [RM] [MI][ RM]

TABLE II

COMPARISON OF THE RESULTS BASED ON STATIC NETWORKS PRESENTED IN THIS DOCUMENT AND THE RESULTS BASED ON NETWORKS

WITH MOBIL ITY. FOR MOBILE NETWORKS WE USED AN EXTRA INPUT FACTOR SPEED - S WITH THREE LEVELS: 10 M /S, 20 M /S, 40 M /S.

FOR FURTHER DETAILS ON EXPERIMENTAL SETUP SEE [5]

different levels in the protocol stackshould affect each
otherin mostcasesbut this issueis investigatedmorerig-
orously here.Thestatisticalmethodprovidesaformal ap-
proach to characterizetheinteractionandpoint out some
of the subtletiesinvolved. Thestatisticalmethod canbe
usedin at leasttwo othercontexts: (i) protocol engineer-
ing when deploying the ad-hoc networks to choose the
bestset for given setof conditions and(ii) canprovide
invariantsfor simulationvalidation andcalibration.
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